On the quantification of spatial resolution for three-dimensional computed tomography of chemiluminescence
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Abstract: Three-dimensional computed tomography of chemiluminescence (CTC) for combustion diagnostics is attracting a surged research interest due to recent progress in sensor technologies and reduced costs of high-speed cameras. For example, it has been applied to recover the 3D distributions of intermediate chemical species such as CH* and OH*, heat release rate, and flame topology. Although these applications were demonstrated to be successful, there are still a few drawbacks of this technique that have not be cured. For example, to the best of the authors’ knowledge, all the imaging models that have been developed so far ignore the imperfections of cameras such as lens distortion and skewness. However, this will unavoidably introduce errors into the weight matrix. In addition, spatial resolution of a CTC system is a critical performance parameter. However, it has only been studied qualitatively and no quantitative quantification method is reported so far. This work aims to solve these problems by improving the imaging model and developing a method based on edge spread function for the quantification of spatial resolution. Although this work is conducted under the context of CTC for combustion diagnostics, it also provides useful insights for other tomographic modalities such as volumetric laser-induced fluorescence and tomographic laser-induced incandescence.
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1. Introduction

Optical techniques have become the major tools that the combustion scientists utilize for flame diagnostics [1–3]. A variety of such methods are available which should be chosen accordingly for different applications. For example, for a steady laminar flame, the thermodynamic properties of the flame remain stable for the time being. In this case, there is no special requirement for the temporal resolution and a point measurement technique is sufficient to resolve potential non-uniformities within the flame using mechanical scanning mechanism [4–6]. However, for the measurement of the turbulent flows or transient combustion phenomena such as ignition and flashback, both spatial and temporal resolutions should be enabled, necessitating a rapid imaging technique.

So far there are three categories of imaging techniques that have been developed and applied for combustion diagnostics including planar imaging [7–11], computed tomography (CT) [12–14], and light field imaging [15], respectively. The first category is two-dimensional in nature and typically requires a thin excitation laser sheet to illuminate a selected cross-section of the target flame. The ensuing signal on the illumination plane following the excitation is then imaged using an array detector. Light field imaging is three-dimensional in nature and can achieve 3D spatial resolution (SR) by using only one single camera which is equipped with a micro-lens array in addition to a normal imaging lens [16]. The disadvantage of this method is the trade-off between its field of view and SR [17]. In different to the two types of methods mentioned earlier, CT can either be two- or three-dimensional [18–22]. As indicated by its name, CT is an indirect imaging method which recovers the field of interest from its projections i.e. the integrals of the field. Depending on the number of views used in the measurement, CT can be further divided into multi-angular CT [23] and optical sectioning tomography (OST) [24] respectively. The latter sub-category only takes measurements from one view and the depth information of the flame can be recorded by refocusing either using a tunable lens or the position of the camera so as to obtain multiple projection data. Optical section tomography is typically limited in both spatial and temporal resolution compared with multi-angular CT. A comprehensive overview of CT modalities for gas dynamics and reactive flows can be found in [25].

Among all these methods, computed chemiluminescence tomography (CTC) [26–28] is of special interests due to its ease of implementation, cost-effectiveness as no laser source is required, and capability in measuring multiple important intermediate flame species such as CH* and OH* [29–31], which are precursors for flame front and heat release. Despite these successful demonstrations and applications, this technique is not flawless. For example, to the best of the authors’ knowledge, all the imaging models that have been developed so far ignore the imperfections of cameras such as lens distortion and skewness [21, 22, 28, 32]. However, this will unavoidably introduce errors into the weight matrix. In addition, SR is the most critical performance parameter for a CTC system. Nevertheless, the quantification of SR is an extremely complicated process as it is determined by many factors such as the noise level in the measurements, the reconstruction fidelity, and accuracy of the imaging model et al. In addition, due to non-uniform spatial sampling, SR varies across the reconstruction volume. Though a few qualitative methods had been proposed to analyze the SR, none of these methods can provide a spatially resolved quantification of SR within the region of interest (ROI) [28, 33]. Thus, this work aims to develop such a technique that can provide a SR map
which can aid the experimental design such as optimization of the SR of a specific location within the ROI. In this technique, an artificially made phantom was used to generate sharp edges at multiple locations within the reconstruction volume. After the reconstruction, edge spread functions (ESFs) were then extracted and used to calculate the modulation transfer function (MTFs) from which the SR map can be obtained [34–36].

The remainder of this paper is organized as follows: Section 2 introduces mathematical formulation of a typical CTC problem, a new imaging model that considers the camera imperfections, the inversion algorithm, and the method for the quantification of SR; Section 3 details the experimental design and calibration process; Section 4 discusses the results from the quantified SR; and the final section summarizes this work.

2. Theory

2.1 Mathematical formulation of the CTC problem

A 3D chemiluminescent field can be denoted as a continuous function as $f(x,y,z)$, and its projection on the imaging plane can be described as:

$$ p(x_c,y_c) = \int_{V} f(x,y,z) \cdot w(x,y,z,x_c,y_c) dV, $$

where $p(x_c,y_c)$ represents the signal intensity at the point $(x_c,y_c)$ on the imaging plane; $w(x,y,z,x_c,y_c)$ is also a continuous function meaning the percentage of contribution of $f(x,y,z)$ to the point $(x_c,y_c)$; and $V$ is the integral volume. When the reconstruction volume is discretized into cubic voxels, the discrete approximation of Eq. (1) can be expressed as:

$$ p_{i,s} = \sum_{i=1}^{I} f(x_i,y_i,z_i) \cdot w(x_i,y_i,z_i,s,t) \cdot \Delta V $$

$$ = \sum_{i=1}^{I} f(x_i,y_i,z_i) \cdot w(x_i,y_i,z_i,s,t) , $$

where $i$ and $I$ are the voxel index and the total number of voxels respectively; $(x_i,y_i,z_i)$ represents the central point of $i$-th voxel; $p_{i,s}$ indicates the measured signal on the $s$-th pixel of the $t$-th projection; and $w$ is the so-called weight matrix. Each element of the matrix represents the percentage of luminescence intensity from the $i$-th voxel to the $s$-th pixel of the $t$-th projection. Repeating Eq. (2) for every pixel of all projections, a total number of $s \times q$ linear equations can be obtained, where $q$ is the total number of projections. These equations can be formulated into a matrix format as:

$$ \bar{p} = W \cdot \bar{f}, $$

As can be seen from Eq. (3), the projection of the luminescent field is represented as a linear transformation of the field itself, and the weight matrix $W$ essentially acts as a linear imaging model that approximate of the complicated practical imaging process. Thus, how to formulate the imaging model is of paramount importance.

2.2. Development of the imaging model

So far, a few imaging models have been developed under the context of CTC. The major difference between these models is on how the projection of a voxel on the imaging plane is approximated. Figure 1(a) illustrates three coordinates systems (world coordinate, camera coordinate and image coordinate) that are used for the development of imaging models. Three approaches are summarized in Figs. 1(b)-1(d) respectively. In the first approach, a voxel is simplified as a point light source positioned at the voxel center, and its projection is assumed to be a blurry circle with a uniform intensity profile. The pixels in the camera are assumed to be circular and the contribution of the voxel to a specific pixel, i.e. the weight coefficient, is
assumed to be proportional to the distance between the centers of the two circles [1]. In the second approach, the blurry circle (the one filled with yellow) is replaced with a square (labeled in red) which has an equal area and the camera pixels are assumed to be squares [2]. The weight coefficient is determined by calculating the ratios between the intersection areas and the area of the red square. In the third model, the camera pixels are considered to be squares and each pixel is further divided into a large number of sub-squares so that the intersection areas between the pixels and blurry circle can be approximated more accurately.

Fig. 1. (a): Definition of three coordinate systems for the development of imaging models; (b), (c), and (d) illustrate three approaches that have been used to approximate the projection of a voxel.

However, these models suffer from a common limitation that the imperfections of the camera such as lens distortion and skewness are not included. Fortunately, these effects can be quantified with the so-called intrinsic parameters of the camera which are readily available from a calibration process using the so-called Camera Calibration Toolbox for Matlab [37]. To facilitate discussion, the same definition of coordinate systems will be used as shown in Fig. 1(a). The origins of these coordinate systems are set on the top left corner of the reconstruction volume, the center of lens, and the upper left of the camera chip. The projection of a point \((x_w, y_w, z_w)\) on the focusing plane in the world coordinate system to the point \((x_c, y_c, z_c)\) in camera coordinate system can be described as:

\[
\begin{bmatrix}
  x_c \\
  y_c \\
  z_c
\end{bmatrix} = R_t \begin{bmatrix}
  x_w \\
  y_w \\
  z_w
\end{bmatrix} + T_t,
\]

where \(R_t\) is the rotation matrix and \(T_t\) the translation matrix for the \(t\)-th projection, both can be obtained from the calibration. The corresponding point coordinate \((x_{ima}, y_{ima}, z_{ima})\) in the camera coordinate system can be calculated using the thin lens formula and the principle of similar triangles as described by Eqs. (5) and (6) respectively:

\[
\frac{1}{z_{ima}} + \frac{1}{z_c} = \frac{1}{f_c}
\]
where \( f_c \) is the focal length which can also be obtained from calibration.

Next, the point \((x_{ima}, y_{ima}, z_{ima})\) in the camera coordinate system is normalized and projected to the imaging plane according to:

\[
\begin{bmatrix}
    x_n \\
    y_n
\end{bmatrix} = \begin{bmatrix}
    x_{ima} / z_{ima} \\
    y_{ima} / z_{ima}
\end{bmatrix}.
\] (7)

The position of the point \((x_n, y_n)\) in the imaging plane can be better approximated by introducing lens distortions effects in the imaging model, and the new position can be calculated as:

\[
\begin{bmatrix}
    x_n \\
    y_n
\end{bmatrix} = (1 + k_1 \cdot r^2 + k_2 \cdot r^4 + k_3 \cdot r^6) \begin{bmatrix}
    x_n \\
    y_n
\end{bmatrix} + \begin{bmatrix}
    dx \\
    dy
\end{bmatrix},
\] (8)

where \( r^2 = x_n^2 + y_n^2 \), and \( k_\cdot\) is a 5-vector containing both radial and tangential distortion coefficients. The second term on the RHS is the so-called tangential distortion vector and is defined as:

\[
\begin{bmatrix}
    dx \\
    dy
\end{bmatrix} = \begin{bmatrix}
    2 \cdot k_3 \cdot (3 \cdot x_n \cdot y_n + k_4 \cdot (r^2 + 2 \cdot x_n^2)) \\
    k_5 \cdot (r^2 + 2 \cdot y_n^2) + 2 \cdot k_4 \cdot x_n \cdot y_n
\end{bmatrix}.
\] (9)

Considering the skewness, the final position of the projected point from the world coordinate system to the imaging plane can be calculated as:

\[
\begin{bmatrix}
    x_p \\
    y_p
\end{bmatrix} = f_c \cdot (x_n + \alpha_c \cdot y_n) + cc(1) + \begin{bmatrix}
    n! \\
    r!(n-r)!
\end{bmatrix},
\] (10)

where the parameter \( \alpha_c \) is the skew coefficient that represents the angle between the horizontal and vertical pixel axes; the 2-vector \( cc \) is the principal point of the camera on the imaging plane.

However, a point light source in the world coordinate system is not always imaged as a point in the imaging plane due to limited size of the lens aperture, which will incur a blurry circle i.e. the so-called circle of confusion (CoC). The diameter of CoC can be calculated based on ray-tracing and paraxial optics. The detailed schematic illustration of this process is depicted in Fig. 2(a). A point originating from the focusing plane projects exactly a single point in the image plane as discussed above. The depth-of-field (DoF) is the region within which the projected CoCs are within the maximum acceptable size. According to geometric optics, the size of CoC can be determined by:

\[
D_{CoC} = \frac{f_c}{N} \cdot \frac{|d_o^{-1} - d_f^{-1}|}{f_c^{-1} - d_f^{-1}},
\] (11)

where \( d_o \) is the distance from the focusing plane to lens; \( d_f \) is the actual object distance; and \( N \) represents the \( F \) number of the lens system.
As mentioned earlier, how the projection of a voxel is approximated is critical for the determination of weight matrix. In the new model a voxel is considered to be a large set of points and according to Eqs. (4)-(10) the projections of these points can be calculated. The projected points essentially consists of the distorted projection of a voxel. The weight coefficient of a certain voxel to a certain pixel is the ratio between the projected area within the pixel and the total projected area as shown in Fig. 3(a). When the voxel locates within the DoF i.e. the reconstruction volume is small enough, the CoCs are within the acceptable size, and the weight coefficient can be estimated as the ratio between the number of points projected on a specific pixel and the total number of projected points as shown in Fig. 3(b). Nevertheless, when the voxel is outside of DoF, CoCs cannot be ignored in the projection. In this case, the weight coefficient is calculated as the ratio between the overall areas of all CoCs and the sum of areas each CoCs falls within the pixel. For simplicity, in this model, when the center coordinate of a pixel falls within a CoC, this pixel is assumed to be covered completely, as shown in Fig. 2(b) in which the green pixels are the ones that considered to be covered by the CoC.

2.3 Algebraic reconstruction technique

When the weight matrix is obtained according to the process detailed above, Eq. (3) can then be solved using a well-established tomographic inversion algorithm [38]. The algebraic reconstruction technique is adopted here due to its ease of implementation and also its prevalence in the previous demonstrations of 3D tomographic techniques as applied to
The iterative process of the ART algorithm can be described as:

\[
\tilde{f}^{h+1} = \tilde{f}^h + \alpha \cdot \tilde{w}_{s,t} \cdot \frac{p_{s,t} - \tilde{w}_{s,t}}{\tilde{w}_{s,t} \cdot \tilde{w}_{s,t}},
\]

where \( h \) is the iteration index; \( \tilde{w}_{s,t} \) is a vector and its dot product with \( \tilde{f} \) produces the value of the \( s \)-th pixel on \( t \)-th projection; and the parameter \( \alpha \) is the relaxation factor that controls the convergence rate of the iteration.

2.4 Method for the quantification of spatial resolution

There are many ways to define SR, a rigid definition which bases on modulation transfer function (MTF) will be adopted in this work [34]. Since a phantom that contains a sharp edge is relatively easy to produce in an experiment than a point source, in this work the MTF is obtained by measuring the edge spread function (ESF). An example ESF (the response to a step signal) is shown in Fig. 4(a). The line spread function (LSF) as shown in Fig. 4(b) can be calculated by taking the first derivative of ESF. The MTF can be obtained by performing 1D discrete Fourier transform of the LSF as shown in Fig. 4(c). In this example, a 10% cutoff threshold is applied to MTF and the SR is determined to be 0.24 lp/mm.

![Fig. 4. (a): an example edge spread function; (b) the line spread function calculated from (a); (c) modulation transfer function which is obtained from 1D Fourier transform of the line spread function shown in Panel (b).](image)

Figure 5 is a flowchart that describes a complete procedure on how to quantify SR of a CTC system. In the first step, a phantom that contains sharp edges should be made; tomographic measurement and inversion are then performed to obtain the 3D reconstruction, from which the ESF of a ROI is extracted; the ESF is further processed to produce LSF, the 1D discrete Fourier transform of which produces the MTF; and finally the SR can be obtained by applying a cutoff threshold to the MTF. By moving the phantom across the reconstruction volume, SR can be quantified for any desired position.
3. Experimental design and calibration

To illustrate the method detailed in the previous section, an example experiment was performed and the setup is shown in Fig. 6(a). As can be seen, eight sliding rails are positioned along a semicircular ring, at the center of which is the phantom to be measured. Here a burner is plotted just for illustrative purposes. The actual phantom used was a cup [Fig. 6(b)] that contains fluid with stable fluorescence over time. The dimensions of the cup is measured by a vernier caliper and provided in Fig. 6(b). The fluid contains two organic compounds which are CPPO (C_{26}H_{24}O_{8}Cl_{6}) and hydrogen peroxide respectively. The chemical reaction between them generates energy which is then transferred to the dye. The dye then produces fluorescence. As only one camera was available in our lab, the images taken from different angles had to be acquired sequentially by moving the camera from rail to rail. The camera used in this work is Photron FASTCAM Mini AX100, with a pixel resolution of 1024 × 1024 and a pixel size of 20 μm × 20 μm. An AF Nikon lens (50 mm focal length and f/1.8) was used to collect the fluorescence. Also, since the calibration process and registration of the projections had to be performed separately, eight fixtures were installed in each rail to guarantee the position of the camera can be repeated in each rail. It has to be pointed out that the calibration process was conducted without the presence of the cup. However, as can be seen from Fig. 6(b), the refraction of the cup will distort the

![Flowchart for quantification of SR](image-url)
calibration pattern if it is in place. Such effect introduces certain error into the imaging model and eventually leads to the degradation of SR, which is determined by many factors such as the accuracy of the imaging model, the reconstruction fidelity, and the number of projections, etc. In this work, all these effects are considered all together and their influence will be reflected in the final calibrated spatial resolution.

The calibration was conducted three times to test whether the camera can be exactly repeated at the same position on each rail. During the calibration process, a checkerboard [shown in Fig. 6(b)] with 5mm×5mm grids was placed in the position where the phantom was supposed to be. The coordinates of the intersections between the black and white squares on the image coordinate system were then extracted from the registered images. By using the coordinates of the intersections in both the world and image coordinate systems as inputs, both the extrinsic and intrinsic parameters can then be fitted according to the imaging model. It was found that the variations between the calibrated Euler angles, which were calculated from the rotation matrix, were within 0.06 degrees, indicating a good repeatability can be guaranteed during the experimental process. The averaged extrinsic parameters for the eight views are summarized in Table 1 and were used later in the reconstruction process. The parameters \( \text{Yaw} \), \( \text{Pitch} \) and \( \text{Roll} \) are the Euler angles calculated from the rotation matrix, and \( T_x \), \( T_y \) and \( T_z \) are the three elements in the translation matrix.

<table>
<thead>
<tr>
<th>Cam. #</th>
<th>( \text{Yaw} ) ((^\circ))</th>
<th>( \text{Pitch} ) ((^\circ))</th>
<th>( \text{Roll} ) ((^\circ))</th>
<th>( T_x ) (mm)</th>
<th>( T_y ) (mm)</th>
<th>( T_z ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>116.7349</td>
<td>1.5409</td>
<td>90.6262</td>
<td>-42.5036</td>
<td>-33.7292</td>
<td>321.5030</td>
</tr>
<tr>
<td>2</td>
<td>134.7846</td>
<td>1.3109</td>
<td>90.4923</td>
<td>-29.4205</td>
<td>-34.4443</td>
<td>321.3598</td>
</tr>
<tr>
<td>3</td>
<td>146.9554</td>
<td>1.1041</td>
<td>90.3545</td>
<td>-41.5205</td>
<td>-34.2767</td>
<td>329.8090</td>
</tr>
<tr>
<td>4</td>
<td>165.9848</td>
<td>1.2109</td>
<td>90.2409</td>
<td>-26.3950</td>
<td>-34.0400</td>
<td>336.9989</td>
</tr>
<tr>
<td>5</td>
<td>179.7514</td>
<td>0.7343</td>
<td>90.1534</td>
<td>-33.1245</td>
<td>-34.0408</td>
<td>345.1421</td>
</tr>
<tr>
<td>6</td>
<td>-159.6208</td>
<td>0.4743</td>
<td>89.8433</td>
<td>-24.4861</td>
<td>-33.5833</td>
<td>349.4989</td>
</tr>
<tr>
<td>7</td>
<td>-136.9773</td>
<td>0.5828</td>
<td>89.5885</td>
<td>-10.1854</td>
<td>-33.4057</td>
<td>367.2769</td>
</tr>
<tr>
<td>8</td>
<td>-119.6394</td>
<td>0.7700</td>
<td>89.3386</td>
<td>0.2403</td>
<td>-33.1834</td>
<td>370.5936</td>
</tr>
</tbody>
</table>

In addition to the extrinsic parameters, the intrinsic parameters such as the skew coefficients and distortion coefficients also strongly affects the accuracy of the imaging model as discussed earlier. To demonstrate this claim, the comparisons between the exact and estimated intersection points on the 7-th view according to the imaging models both with and
without consideration of lens distortion and skewness are shown in Fig. 7. Panel (a) and (b) are the results for the cases with and without consideration of these effects; and Panel (c) and (d) are the zoomed versions of Panel (a) and (b) respectively. The red crosses and blue circles are the exact and estimated intersection points respectively. According to the results, the maximum pixel error was reduced from about three pixels to less than one by taking into consideration of lens distortion and skewness, proving the superiority of the newly proposed imaging model.

![Fig. 7](image)

Fig. 7. (a) comparisons between the exact and estimated intersection points on the 7-th view according to the imaging model with consideration of lens distortion; (b) counterpart of (a) without consideration of lens distortion; (c) zoomed version of (a); and (b) zoomed version of (d). The red crosses and blue circles are the exact and estimated intersection points respectively.

The eight projections of the phantom are shown in Fig. 8. To better visualize the phantoms, the figure was plotted in a colored manner. As can be seen from this figure, at the top of the luminescent phantom, the fluid is higher near the wall than in the middle due to fluid viscosity. To minimize the effects of measurement noise, the images without the phantom in place were taken and subtracted from the phantom projections. A threshold was then applied to remove the remaining background. The processed projections were then used as the inputs for the tomographic reconstruction.
4. Results and discussion

4.1 Validation of reconstruction

In this study, the reconstruction volume was set as $30 \times 60 \times 60$ mm$^3$ in dimension. The $(x, y, z)$ coordinates of the upper left corner of the reconstruction volume close to the calibration pattern is $(35 \text{ mm}, 4.6 \text{ mm}, 11.6 \text{ mm})$. The volume is discretized into $120 \times 120 \times 120$ voxels, resulting in a voxel size of 0.5 mm in the $y$ and $z$ axes, and 0.25 mm in the $x$ axis. Before the tomographic inversion, the measured projections were scaled so that the integrated intensity is consistent from view to view. The 3D structure of the phantom can then be obtained by performing the tomographic reconstruction using the ART algorithm as introduced in Section 2. The relaxation factor $\alpha$ was set to be $10^{-6}$ so as to guarantee a good convergent behavior in the presence of measurement noise. The iterative process was terminated when the relative change in $\mathbf{f}$ between two consecutive iterations is smaller than a small positive number e.g. $10^{-6}$. Additional termination criterion was applied when the iteration number achieves a certain number e.g. 500 to avoid over-iteration. A few representative layers from the reconstruction along the $x$, $y$, and $z$ axes in the world coordinate system are plotted in each of the three rows of Fig. 9, respectively. It has to be noted that the layer index increases along the positive directions of the $x$, $y$, $z$ axis as plotted in Fig. 6(b). Thus, the Layer x50 is $12.5$ mm (i.e. $50 \times 0.25$ mm) away from the top of the reconstruction volume. Since the coordinates of the reconstruction volume is well-defined in the coordinate system, the position of any layer can be inferred according to the layer index. It has to be noted that the color bar shown in Fig. 9 is unit-less and only serves as a relative scale. The circular profile of the phantom is obviously captured as can be seen from the top view (along $x$ axis); and from the side views (along both $y$ and $z$ axes), it can be found that at the top of the reconstruction, the luminescent intensity is higher near the wall than in the middle, which agrees with the observation from the side view. To provide a more quantitative assessment of the reconstruction fidelity, the diameters of the reconstructed circles in a few sampled layers have been calculated and compared with the actual diameters of the circles estimated from the dimensions of the cup. The results are shown in Fig. 10, from which we can see that the reconstructed diameters agrees quite well with the diameters estimated from the dimensions of the cup. Further, the actual height of the fluorescent fluid is 15.3 mm, and the height estimated from reconstruction is 15.5 mm, the relative error is 1.31%. Thus, both the qualitative and quantitative analysis of the results suggest a good reconstruction fidelity. Unfortunately, the reconstruction was not flawless. There are some artefacts which are majorly caused by insufficient number of projections and the error introduced into the
imaging model due to the refraction of the cup. To alleviate this problem, prior information should be included. As can be seen from Fig. 8, the background pixels essentially contains no signal from the phantom, meaning their values are exactly zeros. Thus, the voxels that can contribute signals to these pixels are essentially non-fluorescent i.e. zero-valued. This information can be included in the reconstruction as an effective regularization to remove the streak artefacts as shown in Fig. 11. Nevertheless, artifacts reduction is inappropriate when quantifying the SR, since the ESF was altered intentionally to be sharper leading to a greatly improved SR. Thus, when quantifying SR, the reconstruction without regularization was used instead.

![Fig. 9. A few representative layers from the reconstruction along the x, y, and z axes in the world coordinate system are plotted in each of the three rows respectively.](image)

![Fig. 10. Comparison between the reconstructed and actual diameters of the circles within the sampled layers. The range of the horizontal axis is selected to include all the layers shown in Fig. 9.](image)
4.2 Quantification of the spatial resolution

To illustrate how the SR was quantified according to the method detailed in the previous sections, the middle layer i.e. the Layer x60 along the x-axis from the reconstruction without regularization was selected as an example as shown in Fig. 12(a), within which the circular shape acts as the sharp edges. Eight tracks of interest labeled as red lines were selected along the radial directions, from which the ESFs were then extracted. The normalized ESF along Track 1 is plotted in Fig. 12(b). The corresponding LSF [as shown in Fig. 12(c)] was obtained.
by taking the first derivative of the ESF with respect to voxel along the radial direction. The LSF was then oversampled using spline interpolation, and finally the normalized MTF was calculated by taking the 1D DFT of the LSF as shown in Fig. 12(d). A cutoff threshold of 10% was then applied and the SR was determined to be 0.67 lp/mm.

The SR of the six tracks shown in Fig. 12(a) can be quantified using the procedure described in Figs. 12(b)-12(d), and the results are listed in Table 2. To distinguish the artefacts from the real sharp edge, no tracks were selected from areas where artefacts prevail. In addition, a red circle with the actual diameter is overlaid on the reconstruction to show where the shape edge should be. As can be seen, SR varies from position to position within the tomographic field due to reasons such as non-uniform spatial sampling and measurement noise etc. The best SR occurs at Track 1 and 4, which are aligned with the viewing angle of the fifth camera which has a Yaw angle of about 180 degrees.

The SR achievable for a CTC system depends on the number of projections and their arrangement, the accuracy of the physical model, the signal-to-noise ratio, the performance of the reconstruction algorithm, etc. However, all these effects are considered together and reflected in the final quantified SR. According to [34] the point spread function (PSF) of the camera and the size of its pixels are the two major parameters that imposes the fundamental limitations to SR of the camera. For example, when the PSF spans many pixels in the camera, a sharp edge which features an infinitely small transition will be imaged as a smooth curve. The wider the PSF the smoother the imaged curve. In this case, the SR is limited by width of the PSF. On the other hand, when the PSF is narrower than the pixel size, a sharp edge will be imaged by only one pixel. In this case, the SR cannot be better than the pixel size. Similarly, for the CTC system developed here, due to factors such as artefacts caused by insufficient number of projections and the reconstruction error originated from the measurement noise, the width of PSF of the tomographic system is much larger than the voxel size. In this case,
the ESF will spread over several consecutive voxels, resulting in reduced SR. Thus, by increasing the number of projections and enhancing the signal-to-noise ratio, the SR of the CTC system can be improved.

Table 2. The spatial resolutions quantified for the six tracks in the reconstruction of Layer x60.

<table>
<thead>
<tr>
<th>Track #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR (lp/mm)</td>
<td>1.02</td>
<td>0.64</td>
<td>0.69</td>
<td>0.95</td>
<td>0.70</td>
<td>0.65</td>
</tr>
</tbody>
</table>

A 3D map of SR was obtained via repeating the process as illustrated in Figs. 12(b)-12(d) for all tracks and layers where sharp edge exists. The obtained SR in the unit of lp/mm for a few sampled layers is plotted in Fig. 13. For each layer, the SR for different tracks are labeled with distinct numbers and the colors of the circles indicates the values of the corresponding SR. By moving the phantom within the reconstruction volume, the SR of an arbitrary position can be obtained. This is especially useful in experimental design when the SR of a specific location needs to be optimized.

5. Summary

In summary, this work proposed an improved imaging model that incorporates the imperfections of cameras such as lens distortion and skewness. It has been shown that the pixel error was reduced to within one pixel, demonstrating its superiority over the existing models. In addition, an experiment was conducted in this work to recover the 3D structure of a phantom that features sharp edges using the new imaging model. The results validated the correctness of this model. In addition, a quantitative method for the quantification of spatial resolution was developed in this work. This method relies on the measurement of the edge spread function, from which the modulation transfer function can be calculated and analyzed to obtain the spatial resolution. Based on this method, a map of spatial resolution was generated. This map is expected to be extremely useful for experimental design when the spatial resolution of a specific location needs to be refined. Although this study is performed under the context of CTC for combustion diagnostics, it can also provide useful insights for other tomographic modalities such as volumetric laser-induced fluorescence [14] and tomographic laser-induced incandescence [23].

Funding

This work was funded by the Chinese Government ‘Thousand Youth Talent Program’.